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ABSTRACT

Feature selection is critical in machine learning, particularly with high-dimensional datasets. This paper introduces an innovative approach using the NSGA-II (Non-dominated Sorting Genetic Algorithm II) for feature selection, aiming to minimize the number of features and classification error simultaneously. A custom function was implemented to facilitate this process. The K-Nearest Neighbors (KNN) classifier evaluated the selected features across multiple runs and folds to ensure robustness. The methodology involved optimizing feature selection on training sets and evaluating on validation sets, identifying Pareto front solutions, and testing on the test set for generalization capability. Results showed effective feature reduction while maintaining or improving classification accuracy. Key metrics, such as average training error, minimum validation error, and test error, were tracked to highlight consistency. Non-dominated binary vectors of optimal feature subsets were analyzed for further feature selection via voting. This framework aims to narrow the disparity between the classification error observed on the training and test datasets, thereby enhancing model generalization.This study provides a robust framework for feature selection in high-dimensional data, leveraging evolutionary algorithms and cross-validation techniques to potentially enhance machine learning model performance.
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1 INTRODUCTION

In the era of big data, the exponential growth of available information has led to increasingly high-dimensional datasets, posing significant challenges for machine learning applications. These datasets, characterized by many features, often include redundant, irrelevant, or noisy data, which can negatively impact the performance of machine learning models. Consequently, feature selection has emerged as a critical preprocessing step to enhance model accuracy, reduce computational complexity, and improve interpretability. Given the recent explosion in the dimensionality of real-world datasets, which now often contain thousands or even millions of features, the importance of feature selection methods has surged dramatically. [1]

It aims to identify the most relevant subset of features that contribute significantly to the predictive accuracy of a model. By eliminating unnecessary features, the dimensionality of the data is reduced, leading to simpler models that are easier to interpret and faster to train. Moreover, effective feature selection can mitigate the risk of overfitting, thereby enhancing the generalization capability of the model on unseen data. We define the feature selection as a problem including two competing objectives and we try to find a set of optimal solutions so called Pareto-optimal solutions instead of a single optimal solution.[2]

Traditional feature selection methods, such as filter, wrapper, and embedded techniques, have been widely used. However, these methods often struggle with the curse of dimensionality and may not efficiently explore the vast search space of potential feature subsets. To address these limitations, evolutionary algorithms have gained popularity due to their ability to perform global searches and handle complex optimization problems. Among these, the Non-dominated Sorting Genetic Algorithm II (NSGA-II) has shown promise in multi-objective optimization tasks, making it a suitable candidate for feature selection.

Multi-objective optimization algorithms such as genetic algorithms (GAs) have been successfully applied to various optimization problems, ranging from evolutionary design [3]. This study introduces an innovative approach utilizing NSGA-II for feature selection, with a dual objective of minimizing the number of features and the classification error simultaneously.

Simulation results on difficult test problems show that the proposed NSGA-II, in most problems, is able to find much better spread of solutions and better convergence near the true Pareto-optimal front compared to Pareto-archived evolution strategy and strength-Pareto EA—two other elitist MOEAs that pay special attention to creating a diverse Pareto-optimal front [4] .The NSGA-II algorithm is well-suited for this task as it can effectively balance the trade-off between these conflicting objectives by identifying a set of Pareto optimal solutions. Each solution on the Pareto front represents a potential feature subset that optimizes the trade-off between the two objectives.

To facilitate the feature selection process, a custom function was developed which is used to diversify the initial population based on the number of features and generating random values to set the cells of the individuals and integrated with the NSGA-II algorithm. The K-Nearest Neighbor Algorithm is the simplest of all machine learning algorithms. It is based on the principle that the samples that are similar, generally lies in close vicinity [5]. The selected feature subsets were evaluated using the K-Nearest Neighbors (KNN) classifier, a widely used non-parametric method known for its simplicity and effectiveness. The performance of the KNN classifier, in conjunction with the selected features, was assessed across multiple runs and folds of the dataset, ensuring the robustness and generalizability of the results.

The methodology employed in this study involved dividing the dataset into training and validation sets. The feature selection process was optimized on the training set, and the selected features were then evaluated on the validation set to identify Pareto front solutions. These solutions were further analyzed for their performance on the validation set, and the subsets with the minimum classification error were tested on a separate test set to evaluate their generalization capability.

The results of this study demonstrated that the proposed approach effectively reduced the number of features while improving classification accuracy. Key performance metrics, such as average training error, minimum validation error, and test error which were tracked across multiple runs, highlighting the consistency and reliability of the feature selection process. Additionally, the non-dominated binary vectors representing the optimal feature subsets were saved and analyzed for further selection using a voting mechanism, providing valuable insights into the feature selection process.

In summary, this research offers a robust framework for feature selection in high-dimensional data, leveraging the strengths of evolutionary algorithms and rigorous cross-validation techniques. The findings contribute to the field by offering a scalable and effective solution for feature selection, potentially improving the performance of various machine learning models.

3 METHODOLOGY

Our methodology integrates evolutionary algorithms with the K-Nearest Neighbors (KNN) classifier to identify optimal feature subsets. By minimizing both the number of features and classification error, we aimed to enhance model performance while ensuring robustness through cross-validation.

3.1 NSGA-II Algorithm

The Non-dominated Sorting Genetic Algorithm II (NSGA-II) is a widely used evolutionary algorithm designed for solving multi-objective optimization problems. NSGA-II improves upon its predecessor, NSGA, by addressing key issues such as computational complexity, lack of elitism, and the need for specifying a sharing parameter. NSGA-II outperforms two other contemporary MOEAs: Pareto-archived evolution strategy (PAES) and strength Pareto EA (SPEA) in terms of finding a diverse set of solutions and in converging near the true Pareto-optimal set [4]. NSGA-II operates by simulating the process of natural evolution. The algorithm maintains a population of potential solutions that evolve over successive generations. Each solution in the population is evaluated based on multiple objective functions, which, in this study, are the minimization of feature count and classification error.

During the initialization of the algorithm the population needs to be diverse, it will ensure that the initial population is covers the overall solution space and converges to an optimal set of solutions. We generate individuals with a value in between 1 and n where n represents the total number of features in the dataset. After doing that we set n random cells of the individual to 1, where n represents the number of selected features in the individual. This is being reiterated multiple times to suffice the number of individuals required to accommodate the initial population size. The algorithm is thus initialized by generation random population to give optimal solutions on the Pareto front. The population is sorted into different fronts based on Pareto dominance. This technique is called the Non-Dominated Sorting (NDS). A solution is said to dominate another if it is no worse in all objectives and better in at least one. The first front consists of non-dominated solutions, the second front is dominated only by the first front, and so on, and this is true for all fronts. Our aim is to filter out the Non-Dominant solutions from the fronts which are the closest match to our objective functions.

Within each front, solutions are assigned a crowding distance, which is a measure of how close a solution is to its neighbors. This helps maintain diversity in the population by favoring solutions in less crowded areas of the objective space. Solutions are selected based on a combination of rank (front number) and crowding distance. Lower-ranked solutions are preferred, and within the same rank, solutions with higher crowding distances are chosen. Selected solutions undergo crossover and mutation operations to create offspring for the next generation. Crossover combines parts of two parent solutions to produce one or more offspring, while mutation introduces small random changes to a solution. After that Bitflip mutation is also implemented, it helps in introducing variation into the population, helping to explore new solutions and maintain genetic diversity. Where for each bit in the binary vector, a random number between 0 and 1 is generated. If this number is less than pmp\_mpm​, the bit is flipped (i.e., a 0 is changed to a 1, and a 1 is changed to a 0). The parent and offspring populations are combined and sorted again. The best solutions, based on rank and crowding distance, are chosen to form the next generation. This elitism ensures that the best solutions are preserved over generations. After each generation there is a fitness evaluation to balance the trade-off between minimizing the number of features and the classification error. The new offspring are evaluated using the same fitness functions, and the process repeats over multiple generations.

To determine whether the solutions we found out where in fact the best solutions possible we calculate the HV on the Pareto Optimal Front. The hypervolume (HV) is a performance metric used to evaluate the quality of solutions on the Pareto optimal front in multi-objective optimization problems. It measures the volume of the objective space dominated by the solutions on the Pareto front, relative to a reference point. The hypervolume is the size of the space covered by the Pareto front solutions when compared to a predefined reference point, which is typically chosen to be worse than the worst objective values found by the algorithm. A higher hypervolume indicates a better-quality Pareto front, as it suggests that the solutions collectively cover a larger and more optimal region of the objective space. In the context of feature selection, a larger hypervolume would indicate a better trade-off between minimizing feature count and classification error.

By utilizing these mechanisms, NSGA-II effectively addresses the challenges of multi-objective optimization, providing a robust method for feature selection in high-dimensional datasets. The algorithm's ability to handle multiple conflicting objectives makes it well-suited for applications where balancing trade-offs is crucial, such as in minimizing both feature count and classification error in machine learning models.

3.2 Tailored Feature Selection Methodology
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